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Abstract

Emerging nano-device based architectures will be impacted by parameter variation in conjunction with high defect rates.
Variations in key physical parameters are caused by manufacturing imprecision as well as fundamental atomic scale randomness.
In this paper, the impact of parameter variation on nanoscale computing fabrics is extensively studied through a novel integrated
methodology across device, circuit and architectural levels. This integrated framework enables to study in detail the impact of
physical parameter variation across all fabric layers for the first time. The framework, while generic, is explored extensively on
the Nanoscale Application Specific Integrated Circuits (NASICs) nanowire fabric. For key physical parameters, the on current is
found to vary by up to 3.5X. Circuit-level delay shows up to 40% deviation from nominal. Monte Carlo simulations using the
architectural simulator found 67% nanoprocessor chips to operate below nominal frequencies due to variation. However, given
high defect rates in nano-manufacturing, built-in fault tolerance needs to be incorporated for achieving acceptable yields. These
techniques are shown to also ameliorate the effects of parameter variation.

Index Terms

Semiconductor Nanowires, Parameter Variation, Device Simulation, Circuit Simulation, NASICs, Nanoscale Fabrics, Delay
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I. INTRODUCTION

Emerging nano-materials and devices such as semiconductor nanowires [1], [2], carbon nanotubes [3] and molecular
devices [4] have been proposed for novel computational fabrics with density and performance potentially far exceeding
the capabilities of scaled CMOS. However, reliable and deterministic manufacturing of such systems continues to be very
challenging. Self-assembly based approaches as well as photolithography at features sizes of few tens of nanometers and
below are expected to introduce significant levels of permanent defects as well as large variations in physical parameters.
While permanent defects have been extensively analyzed at circuit and system levels through approaches such as built-in
defect tolerance [5], [6] and reconfiguration [7], [8], there is little understanding of the impact of parameter variability for
emerging nanoscale fabrics.

Parameter variations arise due to imprecision in the manufacturing process as well as fundamental atomic scale randomness.
At nanometer dimensions where structures typically consist of tens of atoms/molecules, even a small absolute variation in the
number of atoms causes a large shift in the electrical characteristics (e.g., random dopant fluctuation and VTH [9] ). This could
potentially lead to performance deterioration and/or yield loss.

In this paper, we explore the impact of variability on a nanoscale fabric. We develop a detailed methodology that is integrative
across device, circuit and architectural layers. We identify key sources of variability at the physical layer, such as channel
and gate dimensions of transistors and analyze how these impact electrical properties (e.g. on-currents). We then characterize
delay data for circuits incorporating these devices and use them in architectural simulations to evaluate performance impact
on a nanoprocessor design. While there has been some previous work in characterizing properties of nanomaterials (e.g.,
distributions of nanowire diameters for a particular manufacturing setup [1], [10]) and devices (e.g. on-current variation [11]),
this is the first time that an integrated bottom-up approach evaluating implications of variability across multiple fabric levels
is presented.

The variability framework, while fully generic, is explored extensively on the Nanoscale Application Specific Integrated
Circuits (NASICs) nanowire-based computational fabric [5], [6], [12], [13], [14]. NASICs consist of semiconductor nanowire
grids with crossed nanowire field effect transistors (xnwFETs) functionalized at certain crosspoints and dynamic data-streaming
circuits. Built-in defect tolerance schemes provide resilience against manufacturing defects such as stuck-on xnwFETs. The
NASIC WIre Streaming Processor version-0 (WISP-0) [15], [16] is a stream processor on the NASIC fabric that is used as a
test case for quantifying variability (specifically performance degradation).

The main contributions of this paper are: i) A novel methodology for integrated exploration of parameter variability across
nanodevice, circuit and system levels is presented; and ii) Variability effects are analyzed in detail for xnwFET devices and
associated NASIC circuits and systems.
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Figure 1. Methodology integrating device, circuit and architectural level explorations

The rest of the paper is organized as follows: Section II describes in detail sources of variation, variability models and a
generic methodology for integrated explorations. Section III analyzes the impact of variability on xnwFET device characteristics.
Section IV discusses how device and fabric variations affect NASIC dynamic circuit delays as well as WISP-0 processor
performance. Section V concludes the paper.

II. MODEL AND METHODOLOGY FOR VARIABILITY ANALYSIS

In this section we present the methodology for achieving integrated device-circuit-architectural explorations considering
parameter variability. This methodology, while discussed in the context of the NASIC fabric, is fully generic and can be applied
to other emerging nanoscale computational fabrics for which analytical models of device behavior considering variations are
not available. This integrated approach ties physical layer variability to circuit and system level metrics such as delay and
performance.

The overall methodology for integrated exploration is presented in the flowchart on Fig. 1. Devices are characterized
extensively using Synopsys Sentaurus [17] to extract current-voltage and capacitance-voltage information. If the device does
not meet circuit requirements for correct functionality, device design may be iteratively carried out. Otherwise, the current and
capacitance data are fitted using a standard curve-fit tool to obtain mathematical expressions for the data. Using these, a unified
behavioral model is created for a circuit simulator such as HSPICE [18]. The unified behavioral model accurately describes
the behavior of a single device across a range of input voltages and physical parameter values. Circuit level simulations
incorporating Monte Carlo analysis may then be carried out to obtain distributions of circuit delays accounting for parameter
variation. This information is then used by a custom nano-architectural simulator to quantify the critical path delays and
performance of large-scale designs. To our best knowledge, this framework is a first of its kind. Subsequent sections describe
each phase in more detail.

A. Device-level Simulations

Crossed nanowire field-effect transistors (xnwFETs) are the active devices in NASIC designs. A typical xnwFET device
structure targeting NASICs is shown in Fig. 2. In this, the top Silicon nanowire acts as the gate and modulates the conductivity
of the bottom Silicon nanowire, which is the channel. In an n-type xnwFET, the gate, source and drain regions are doped n+

and the channel is p-type. Applying a positive voltage on the gate causes inversion in the p-region creating an n-type channel.
A thin layer of high-permittivity (high-k) dielectric material (HfO2) separates the gate from the channel.

Key sources of variability for a single device were identified to include channel diameter and doping, gate oxide thickness,
gate diameter as well as source-drain doping. Variations in these parameters are dependent on the specific fabrication process
used. For example, if a Vapor-Liquid-Solid (VLS) growth method [1] is assumed for nanowire growth, the gate and channel
diameter parameters would be very strongly correlated to variations in the catalyst nanoparticles used as seeds. The standard
deviation in wire diameter has been shown to be around 10% in [1], [10]. The ITRS roadmap [19] defines the extent of
variability allowed for key parameters. For example, gate oxide is constrained to vary by 3σ=4%. Other process parameters
are similarly tightly constrained.

For NASIC system fabrication, different approaches are currently being investigated; e.g., nanowire growth and alignment
may be done in-situ [20], [21], [22] or ex-situ [23], [24], [25]. Similarly, ion implantation or spin-on-dopants [26] may be used
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Figure 2. Crossed Nanowire Field Effect Transistor (xnwFET) structure

Table I
DEVICE PARAMETERS AND EXTENT OF VARIATION

Parameter Nominal Value Standard Deviation
Channel diameter (Cdiam) 10nm 10%
Gate diameter (Gdiam) 10nm 10%
Underlap (Ulap) 4nm 10%
Gate oxide thickness (Gox) 3nm 10%
Bottom oxide (Box) 10nm 10%
Channel doping (Cdop) 1018dopants/cm3 10%
Source-drain doping (Sddop) 1020dopants/cm3 10%

for doping process. Therefore, for our initial variability modeling, we conservatively model 10% standard deviation (3σ=±30%)
for all parameters to capture worst case scenarios. As more experimental data on device characterization becomes available
and detailed process models developed, the extent of variation can be suitably altered.

xnwFETs need to be engineered to meet NASIC circuit requirements (e.g., threshold voltage, on-off current ratios [13]).
Device level techniques such as gate underlap and substrate bias were applied in conjunction to achieve these targets. However,
these techniques can be sources of additional variability. For example, applying a potential at the substrate implies that the
electrostatic behavior is sensitive to the bottom oxide thickness, in addition to the top gate oxide. Similarly, variation in the
length of the underlap can significantly affect I-V characteristics. Table I summarizes all parameters and their extent of
variability.

Accurate 3D-physics-based simulations using Synopsys Sentaurus were carried out to characterize the electrical behavior of
the xnwFET device structure. Simulations were calibrated against published experimental data for nanowire FETs at similar
dimensions to account for effects such as carrier scattering due to surface roughness and dielectric/channel interface trapped
charges. Parameters are expected to be uncorrelated since they would be influenced by separate process steps. For example, the
gate oxide may be created using Atomic Layer Deposition (ALD) [27]. While there will be spatial variability on a wafer due to
ALD (which is the source of variation for the device), there is no dependence of this parameter on any other. Similarly, variation
in the underlap is purely dependent on the spacers used, and not on any other step. Therefore, to this end, in these simulations,
each parameter was varied one at a time for ±3σ and the I-V and C-V data were obtained for all device configurations. This
data was then used to construct unified behavioral models for circuit simulations.

B. Circuit-level simulations

In order to represent the behavior of the device accurately in a circuit simulator such as HSPICE [18], curve-fitting of
the raw data obtained from device simulations needs to be done. In this step, the current (and various parasitic capacitances)
are fitted as a function of independent variables, i.e., input voltages (drain-source (VDS) and gate-source voltages (VGS)) as
well as the physical parameters described in Table I. This step was accomplished using the statistical computing tool R [28].
Mathematical expressions describing the current (and capacitances) as functions of the independent variables are then obtained
for various regions (see Fig. 1 for flow).

An equivalent circuit for the xnwFET was then built into HSPICE incorporating the current source and the parasitic
capacitances using sub-circuit definitions. The current and capacitance are calculated on-the-fly during simulations using the
fitted mathematical expressions. The subcircuit definition in conjunction with the expressions for individual elements forms
the unified behavioral model for the xnwFET device.

NASIC dynamic circuits were extensively characterized for delay using these models. A typical NASIC dynamic circuit
is shown in Fig. 3. It has N inputs, as well as control xnwFET devices for precharge and evaluate. The output node is first
precharged to logic ’1’, and then the pre signal is switched off and eva is enabled. If all inputs are logic ’1’, the output node
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Figure 3. N-input dynamic NAND circuits characterized for delay distribution

Table II
IMPACT OF PHYSICAL PARAMETERS ON DEVICE ON-CURRENT

Parameter % Change in ION Correlation
Channel diameter 352.0 Positive
Underlap 181.2 Negative
Bottom oxide thickness 147.2 Positive
Gate oxide thickness 58.2 Negative
Source/drain doping 23.8 Positive
Gate diameter 16.2 Negative
Channel doping 11.7 Positive

will discharge to logic ’0’ accomplishing NAND gate functionality. The NAND gate is the universal building block for large
scale designs, and its delay behavior needs to be extensively characterized for use in an architectural level simulator.

Delay characterization is done using NASIC dynamic NAND gates with number of inputs varying from 1 to 30. The Monte
Carlo simulation framework available with HSPICE was used to vary parameter values and the delay to precharge and evaluate
the output node was obtained. Parameters are assumed to follow a Gaussian distribution, with the mean and standard deviation
values specified in Table I. They are varied independently for each device, except for the channel diameter which is assumed
to be the same across all devices, since all devices are along the same nanowire. Since it may be very hard to do detailed
circuit-level simulations on a larger design such as the WISP-0 processor, the delay information is abstracted and used in a
higher level architectural simulator.

C. Architectural Simulations

The architectural simulations take as input the gate delay characterizations as shown in Fig. 1. We use a custom-written
simulator called FTSIM. FTSIM takes as input a NASIC circuit definition, gate timing characterizations, and parameters for
defects and simulates the operation of the circuit on a cycle-by-cycle basis, tracking values within the circuit logically.

FTSIM handles both parameter variations and permanent defects.For permanent defects, the user specifies the type of defects
(e.g. stuck-on, stuck-off devices, broken nanowires) and individual defect rates. A Monte Carlo system is used for defect
injection and multiple trials carried out. Clustered defects may also be handled. Additional information on defect tolerance
and models can be found in [5], [6], [15].

For parameter variations, timing characterizations of NAND gates from HSPICE are used. Gate delay for any one stage is
chosen from the distribution of delays obtained from circuit simulation for each trial and the maximum frequency at which
correct outputs are obtained is found.

In this work, we ran 1,000 trials which produces sufficient working circuits to give a sound idea of the performance
distributions. The output of this stage is the performance distributions for the test architectures considered.

III. VARIABILITY IMPACT ON XNWFET DEVICES

At the device level, variation in physical parameters affects the on-current (ION ) of the device1. This implies variation in
the on-resistance leading to variations in delay and performance at higher levels.

In this study, physical parameters from Table I are varied one at a time, and the sensitivity of ION to parameter variation is
measured. Parameters are varied across a ±3σ range, assuming 10% standard deviation (i.e., parameters are varied from 70%
to 130% of their nominal value).

Not all parameters have equal impact on ION . The percentage change in on-current between the lowest and highest sampled
value for each physical parameter is shown in Table II. Channel diameter has the largest impact, with ION varying by 3.5X
over a 7nm to 13nm range.

For four parameters, positive correlation exists between the parameter value and ION . For example, as bottom oxide thickness
increases, ION increases. The substrate bias is used to deplete carriers in the channel for reducing leakage and improving

1Off-currents are also affected, but this is primarily a leakage issue. While variation in the off-currents is captured in device simulations and in the circuit
level model, it is not expected to affect the delay and performance of NASIC designs that is the focus of this paper.
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Figure 4. Delay distributions for physical parameters with maximum impact on on-current for (a) 15 input and (b) 30 input NASIC dynamic NAND gates.
Black line represents nominal.

threshold voltage. However, the substrate bias also reduces ION due to a shift in the threshold voltage. As the bottom oxide
is made thicker, the electrostatic control exerted by the back gate bias is reduced, producing a smaller positive VTH shift
than expected, leading to larger ION . As channel diameter increases, the channel resistance decreases due to an increase in
the cross-sectional area, leading to an increase in ION . Increasing the source and drain doping reduces the series resistance.
Lastly, as channel doping increases, the short channel effects (SCE) are somewhat alleviated leading to larger ION . The other
parameters all correlate negatively with on current. Increasing the underlap increases the effective channel length, resulting in
a decrease in ION. Similarly, increasing the gate oxide thickness decreases the gate capacitance and how well the gate can
turn on the channel. Increasing gate diameter increases the length of the channel underneath, decreasing ION.

IV. VARIABILITY IMPACT ON CIRCUIT LEVEL DELAY AND SYSTEM PERFORMANCE

A. Circuit Level Delay Characterization

NASIC N-input dynamic NAND gates (Fig. 3) were simulated in HSPICE using unified behavioral models derived from
device data. Delay characterization was done for fan-in varying between 1 and 30, which is the maximum fan-in for the
NASIC WISP-0 processor, using the HSPICE Monte Carlo framework and Gaussian sampling of individual parameters. A
single channel diameter value was sampled per Monte Carlo simulation for all devices, since all xnwFETs are on the same
nanowire. Length-wise variation has been shown to be negligible for the nanowire lengths considered [29] for a process such
as VLS growth. All other parameters were varied independently for each device.

The delay sensitivity of NASIC N-input dynamic gates to individual parameters was studied. We show the impact on delay
for the four parameters that have maximum impact on ION at the device level. Representative results for fan-in of 15 and 30
are shown. Other fan-in gates were investigated and found to show similar trends.

Fig. 4(a) and (b) show the delay distributions for 15 input and 30 input NASIC dynamic NAND gates. The delay distribution
due to channel diameter, underlap, bottom oxide and gate oxide thickness is studied. The following key observations are made
-

Channel diameter has the maximum impact on delay distribution - 81% (71%) change in delay with respect to nominal
for 15 (30) input gate. This is due to the high sensitivity of ION at the device level, and also due to the correlation of channel
diameter across all devices for a single NASIC dynamic NAND circuit. These effects also imply a large percentage standard
deviation - 18% (15%) for 15 (30) input gates - leading to a wide spread of delay values.

Underlap is negatively correlated with ION . This implies that delays will be less than nominal for shorter underlaps.
Furthermore, from device level sensitivity analysis ION variation is asymmetrical with underlap. 30% negative (positive)
deviation causes +74% (-43%) change in the ION . This would imply that in a circuit simulation, where underlap values for
individual devices are independently sampled, the delay distribution should be left-shifted (majority of devices operating better
than nominal). However, the opposite trend is noticed. This is because increasing trend in the ION with decreasing underlap
is dominated by an increasing trend in the various capacitances as distances between terminals shrink.

The evaluation delays for gate oxide and bottom oxide are tightly distributed along the nominal, with mean values within
2% of nominal and standard deviation of 3% for the 30 input gate. Since these parameters are sampled independently, and
there exist no appreciable asymmetries as compared to the underlap, variation in delays of individual devices tend to cancel
out especially in higher fan-in designs.
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Figure 5. Delay distribution for 15 input gate with all parameters simultaneously varied: Nominal value is 174ps. Distribution is right-shifted due to
asymmetric underlap effect

Fig. 5 shows delay distributions for the 15 input NASIC dynamic NAND gate with all parameters varied simultaneously
with 3σ=±30%. The mean is 20% higher than the nominal due to the underlap asymmetry effect that skews the distribution
to the right. The same trend is observed in other fan-in gates as well. A 118% spread with respect to the nominal is observed
for 15 input gates. The relative spread was found to be decreasing with increasing fan-in, as expected.

The gate delay distributions with all parameters varying for different fan-ins were modeled as gamma distributions and used
in an architectural simulator to evaluate the process variation impact on a larger design.

B. System Level Performance

Architectural simulations of the NASIC WISP-0 processor [15], [16] were carried out using the architectural simulation
framework described in Fig. 1 and Section II-C. Gate delay distributions obtained from Monte Carlo simulations of NASIC
dynamic NAND gates were sampled for each gate in the design and the maximum operating frequency at which the processor
functioned without missed deadlines was estimated.

The probability density function of operating frequencies obtained is plotted in Fig. 6(a). Also shown in the diagram is
the nominal frequency for WISP-0 without any process variation. (Note: performance optimizations on device structure are
currently ongoing - while we expect future devices to be considerably faster and thus the processor performance would be also
much improved, it would not change the conclusions qualitatively). From the diagram, parameter variation causes performance
deterioration in 67% of the samples investigated.

WISP-0 is not fully balanced with respect to timing and delay. The frequency is therefore determined entirely by a small
number of high fan-in data-paths. If the delays sampled from these paths are lower than nominal then the performance of the
entire design is not affected or may even improve. However, in designs balanced for timing, such as commercial processors
where a lot of emphasis is typically put on timing path optimizations, there will be a large number of paths with similar
nominal delay. The slowest path among these would determine the operating frequency. This implies that for balanced designs
with process variation, a much larger fraction of chips will be slower than nominal, since data speed-up along some high fan-in
paths will be entirely offset by others.

Results in Fig. 6(a) are for designs with no built-in fault tolerance. However, nanoscale fabrics based on self-assembly
manufacturing processes tend to have very high defect rates (in NASICs we assume 10 orders of magnitude higher than
CMOS or 100s of millions to billions of defective devices per cm2) that neccessitates the use of built-in fault tolerance for
achieving acceptable effective yield. These techniques may also provide resilience against parameter variation related timing
faults, since the fault-tolerance is agnostic to the source of the fault (permanent defects or parameter variation) and may be
leveraged for parameter variation resilience.

Fig. 6(b) plots a distribution of maximum operating frequencies obtained for 2-way and 3-way redundant WISP-0 designs
for 6% device level defect rate. The x-axis is normalized to the respective nominal frequencies (no parameter variation). In
these cases, timing faults due to slower data-paths are masked by redundant fast data-paths which implies that a majority
of samples (75% for 2-way redundancy) operate at frequencies better than nominal, proving that built-in fault tolerance can
provide resilience against parameter variations in conjunction with manufacturing defects. A variety of new techniques carefully
managing yield and performance tradeoffs and optimized for parameter variation as opposed to permanent defects are currently
under investigation for nanoscale fabrics.

V. CONCLUSIONS

A novel methodology for bottom-up integrated device-circuit-architectural explorations for analyzing the impact of parameter
variability in nano-device based computing systems was developed. The methodology builds on accurate 3D physics based
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Figure 6. Distribution of WISP-0 operating frequencies showing impact of parameter variations: (a) With no built-in fault tolerance incorporated, 67% of
chips operate at frequency below nominal due to variations in device parameters (b) PDF for 2-way and 3-way redundancy schemes, showing a majority of
samples operating at better-than-nominal frequencies (normalized frequency > 1).

simulations of device structure to capture variations in on-current as a function of physical parameters. Circuit and architectural
simulations evaluate the impact of this variability on gate delay and system level performance respectively.

The methodology was evaluated on the NASIC computational fabric with xnwFETs, NASIC dynamic NAND gates and a
processor design. Key sources of variation at the device level such as channel diameter were identified and sensitivity of ION

was evaluated. ION may vary by up to 3.5X with variations in the channel diameter and by up to 1.5X with gate underlap.
Circuit level simulations identified the evaluate time in NASIC designs as the dominant component of the gate delay with
parameter variation incorporated. Gate delay simulations varying a single parameter show up to ±40% variation from nominal
gate delay.

For a processor with no fault tolerance, 67% of chips were found to operate at frequencies below nominal due to parameter
variation. However given high defect rate for nanomanufacturing, nanoscale computing fabrics would incorporate built-in fault
tolerance that could also provide resilience against timing faults.
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