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Abstract— Graphene exhibits extraordinary electrical properties 
and is therefore often envisioned to be the candidate material for 
post-silicon era as Silicon technology approaches fundamental 
scaling limits. Various Graphene based electronic devices and 
interconnects have been proposed in the past. In this paper, we 
explore the possibility of a hybrid fabric between CMOS and 
Graphene  by implementing a novel Graphene Nanoribbon 
crossbar (xGNR) based volatile Tunneling RAM (GNT RAM) 
and integrating it with the 3D CMOS stack and layout. Detailed 
evaluation of GNT RAM circuits proposed show that they have 
considerable advantages in terms of power, area and write 
performance over 16nm CMOS SRAM. This work opens up 
other possibilities including multi-state memory fabrics and even 
an all-graphene fabric can be envisioned on the long term. 

Keywords- Graphene Nanoribbons; NDR; Volatile Memory; 
Hybrid Integration. 

I.  INTRODUCTION 
Silicon CMOS technology, which has been the foundation 

of digital integrated circuits, has experienced an exponential 
growth during the past fifty years mainly due to its unique 
scaling properties. However, CMOS scaling is approaching 
fundamental limits due to various factors such as increased 
power density, leakage currents and production costs with 
diminishing performance returns. Faster computing systems 
need access to large amounts of on-chip memory and Silicon 
technology scaling limits create bottlenecks in realizing high 
density memory. Given the technological and financial 
limitations, there are increasing incentives to explore new 
avenues to implement the required function. While some of the 
directions look at new types of devices (such as cross-nanowire 
transistors [1], [2], [3]), others explore novel physical 
phenomena (using electron spin [4] instead of charge) and 
alternative materials such as carbon, to build electronic devices 
and circuits. 

Graphene, a 2-dimensional (2D) monolayer of carbon 
atoms arranged in honeycomb structure, has exotic electronic 
and mechanical properties featuring the Dirac fermion [5] with 
high mobility [6] and a long coherence length. Due to these 
properties and extreme scalability down to the atomic level [7], 
Graphene is envisioned to be the candidate material for post-
Silicon era. However, a lack of bandgap in 2D graphene [8] 
reduces its utility for conventional electronic device 
applications. One way of introducing a bandgap is to confine 
electrons by patterning a 2D graphene sheet into a narrow 

(<10nm) ribbon, better known as a graphene nanoribbon 
(GNR) [9], [10]. Another way to modify the band structure of 
graphene is to stack two monolayers to form a bilayer which 
has a semiconducting band structure with zero bandgap [11]. 
This bandgap can be additionally tuned by creating a potential 
difference between the two layers [12], [13]. 

The performance of field effect transistors (FETs) using 
bilayer graphene as the channel material was recently studied 
[14]. It was shown that such a FET had a poor on-off current 
ratio, Ion/Ioff, due to strong band-to-band tunneling. However, a 
tunnel FET using bilayer graphene showed promising 
performance [15]. Other proposed devices include a 
nanoelectromechanical FET based on interlayer distance 
modulation [16], [17], a FET utilizing a bilayer exciton 
condensate [18] and GNR junction diodes featuring negative 
differential resistance (NDR) based on chemical [19] and field 
effect [20] doping.  

Recently, electronic transport through a bilayer GNR 
structure has been studied numerically by [21]. The geometry 
consists of two GNRs placed on top of each other in AA or AB 
sequence with an external bias applied to one with respect to 
the other. It has been shown that NDR occurs in such structure. 
Reference [22] considers a more realistic geometry consisting 
of two GNRs placed on top of each other at right angles like a 
crossbar. Calculations, based on ab-initio density functional 
theory (DFT) coupled with the non-equilibrium Green’s 
function (NEGF) formalism, reveal that NDR also occurs in the 
model GNR crossbar (xGNR). 

In this paper, we propose a hybrid 3D integration between 
CMOS and Graphene to implement a novel Graphene 
NanoRibbon crossbar based Tunneling volatile Random 
Access Memory (GNT RAM) utilizing a Bi-Layer Graphene 
NanoRibbon crossbar device (xGNR) [22]. Such cross-
technology integration for volatile memory has not been 
explored yet to the best of our knowledge. We evaluate the 
GNT RAM in terms of power, performance and area and show 
a comparison with 16nm CMOS SRAM. Our analysis shows 
that GNT RAM has considerable advantages over 16nm 
CMOS SRAM in terms of power dissipation, area and write 
performance. As progress is made in Graphene technology, 
substituting CMOS components with graphene devices to 
realize all-graphene volatile memory fabrics can do further 
optimization. 
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Figure 1.  Atomistic geometry of the GNR crossbar. Two hydrogen 
passivated relaxed armchair type GNRs are placed on top of each other 
at a right angle with a vertical separation of 3.35 Å. The relaxation was 
done using Fireball. The extended parts of the GNRs are used as 
contacts. A bias is applied by independently contacting each GNR such 
that one is held at ground while the other has a potential applied to it. 

 

 

 

Figure 2.  Simulated I-V characteristics of the crossbar structure exhibiting 
NDR. The first peak and the valley currents occur at 0.2 V and 0.4 V and 
the second peak and the valley currents occur at 0.6 V and 0.8 V 
respectively [22]. 

 

 

The rest of the paper is organized as follows. Section II 
introduces Bi-Layer Graphene Nanoribbon crossbar device 
(xGNR) which exhibits Negative Differential resistance 
(NDR), and discusses its application as a latch. Section III 
contains details about the proposed GNT RAM and Section IV 
describes 3D hybrid integration between CMOS and Graphene. 
Methodology and Simulation are discussed in Section V. 
Section VI presents the evaluation and comparison of GNT 
RAM with CMOS SRAM, followed by conclusion in Section 
VII. 

II. BILAYER GRAPHENE NANORIBBON CROSSBAR 

A.  xGNR NDR Device 
The model xGNR structure consists of a vertical and a 

horizontal semi-infinite, H-passivated, armchair type GNR 
(AGNR) placed one on top of the other at right angles as 
shown in Fig. 1 [22]. The widths of the GNRs are chosen to be 
14-C atomic layers (3n + 2) ~1.8 nm to minimize the bandgap 
resulting from the finite width. The bandgap of the 14-AGNR 
calculated from DFT code, Fireball [23], [24], is 130meV, 
which is in good agreement with Son et al. [25]. 

The extended regions of the vertical GNR (hGNR) and the 
horizontal GNR (vGNR) act as contacts. A bias is applied to 
the vGNR with respect to the hGNR. Each GNR is 
independently contacted such that hGNR is held at ground 
while vGNR has a bias applied to it. Independently contacting 
the vGNR and the hGNR maximizes the voltage drop between 
them. Assuming that the majority of the potential drop occurs 
between the two GNRs, the potential difference between the 
two nanoribbons is then the applied bias. 

The electronic structure of the GNRs and xGNR is modeled 
with the quantum molecular dynamics, DFT code, Fireball, 
using separable, nonlocal Troullier-Martins pseudopotentials 
[26], the BLYP exchange correlation functional [27], [28], a 
self-consistent generalization of the Harris-Foulkes energy 
functional [29], [30] known as DOGS after the original authors 
[31], [32],  and a minimal sp3 Fireball basis set. The radial 
cutoffs of the localized pseudoatomic orbitals forming the basis 
are rc

1s = 4.10 Å for hydrogen and rc
2s = 4.4 Å and rc

2p = 4.8 Å 
for carbon [33]. 

Fireball Hamiltonian matrix elements are used in the NEGF 
algorithm to calculate the surface self-energies, Green's 
function of the device, the spectral function, the transmission, 
and the current as described in [34].  

The simulated I-V characteristics of the xGNR 
corresponding to Fig. 1 are shown in Fig. 2. Like bilayer GNR 
discussed in [21], the xGNR structure exhibits Negative 
Differential Resistance (NDR). However, unlike the former, 
the latter has two peak and two valley currents. The first peak 
and valley currents, 0.94 µA and 0.07 µA, occur at 0.2 V and 
0.4 V respectively and the second peak and valley currents, 
1.33 µA and 0.19 µA, occur at 0.6 V and 0.8 V respectively. 

B. Application of xGNR Device as a latch 
The bi-layer crossbar GNR device (xGNR) displays NDR 

characteristics which can be used in RTD-based applications 
[35]-[38]. We explore one possible direction where xGNR 
devices are used in a latch configuration in a volatile memory 
cell [37]. The xGNR device is represented using the symbol 
shown in Fig. 3a. A series stack of two xGNR devices (Fig. 3b) 
exploits NDR characteristics to exhibit multiple stable states A, 
B & C as shown in Fig. 3c. This xGNR series configuration 
can be used as a binary latch or multi-state latch, where the bit 
is stored on the common terminal (the state node) of the xGNR 
devices. 



C.  xGNR Latch Operating Principle 
The latching mechanism, which implements an idea based 

on early Resonant Tunneling Diodes (RTDs) [36], can be 
explained using load line analysis. In the latch configuration 
(Fig.3), xGNR1 is connected to the reference voltage (Vref) and 
acts as a pull-up device. The xGNR2 is connected to ground 
and acts as the pull-down device. The common terminal of the 
two devices is the state-node (SN) which stores the bit. The 
following terms will be used in the analysis – 

Ip1, Vp1 – First peak current and corresponding voltage  

Ip2, Vp2 – Second peak current and corresponding voltage 

Iv1, Vv1 – First valley current and corresponding voltage  

Iv2, Vv2 – Second valley current and corresponding voltage 

Fig.4a-4c depicts the operation of latching logic 1 onto the 
state node by injecting currents into the latch (Iin). Y-axis 
represents current flowing through the state-node and X-axis is 
the voltage of state node (VSN). The solid line represents pull-
down current and dashed line represents pull-up currents. 
Assuming the state node is initially at 0, as the reference 
voltage Vref is increased from 0, the operating point (shown by 
the dot X in Fig.4) is the intersection between pull-up and pull-
down currents (satisfying Kirchoff’s Current Law). Fig 4a 
shows the situation when the first pull-down current peak is 
encountered, called a decision point. As long as the pull-up 
current (Iin + IxGNR1) is greater than pull-down current (IxGNR2), 
the state node continues to shift from operating point X (Fig. 
4a), to point Y (Fig. 4b) and finally to point C (Fig. 4c) when 
Vref reaches 1V. When the input current is switched off, the 
state node is latched to logic high. Hence to be able to latch the 
state-node to logic 1, the following condition should be met– 

Iin + (Ip1)xGNR1 > (Ip2)xGNR2 

Fig 5a-5c shows the process of latching logic 0 onto the 
state node. Consider the state-node is initially at 0 and the input 
is logic low. In this case, pull-down current (Iex) exists at the 
state node. The analysis proceeds on the same lines as before. 
As long as the pull-up current (IxGNR1) is lower than pull-down 
currents (Iex + IxGNR2), the state node voltage (VSN) never rises 
beyond Vp1 (Fig. 5b-5c). After Iex is switched-off, the state node 

 
Figure 3.   (a) xGNR Circuit Symbol, (b) xGNR Latch, and (c) Load 
Line Analysis showing multiple stable states. 

 

 
Figure 4.   Load Line Analysis of xGNR latch when latching logic high. 
(a) & (b) Input logic high and VSN at decision points, (c) Input switched off 
and Logic high latched. 

 

Figure 5.  Load Line Analysis of xGNR latch when latching logic low - 
(a) & (b) Input logic low and VSN at decision points, (c) Input switched 
off and Logic low latched. 

 



remains at stable point A. Thus, to be able to latch logic 0, the 
following condition has to be satisfied – 

(Ip2)xGNR1 < Iex + (Ip1)xGNR2  

When used as a multi-state latch, the state node can be 
latched to the stable point B (in Fig. 3) if the following 
condition is satisfied – 

(Ip2)xGNR2 > Iin + (Ip1)xGNR1 > (Ip1)xGNR2  

When the state node is at one of the stable points (A, B or C 
in Fig. 3), any external disturbance that causes the state voltage 
to increase or decrease would be countered by strong restoring 
currents [37]. Points A’ and B’ are astable and would continue 
to move towards either of the surrounding stable points 
depending on the direction of voltage shift. For correct latch 
operation at stable points, the noise currents should be less than 
the restoring currents. 

Inoise < Ip1 – Iv2 (worst case) 

III. PROPOSED GNT RAM CELL 
The xGNR latch can be used in volatile random access 

memory. Memory-cell selection, read and write operations can 
be performed using access transistors similar to the RAM cell 
proposed in [38]. However, due to static tunneling currents 
through the xGNR devices, the stand-by power consumption 
would be considerably high (in the order of µW) when the 
xGNRs are always powered. 

We propose a low-power xGNR based Tunneling RAM 
(GNT-RAM) which uses two of the stable states shown in Fig. 
3 (A – logic 0 and C – logic 1) to store binary data. GNT RAM 
(Fig. 6) uses two xGNR devices in a latch configuration, along 
with a write transistor and a read transistor. To mitigate stand-
by power consumption, a Schottky diode and a sleep transistor 
is used in series with the xGNR devices as shown in (Fig. 6). 
This requires the bit to be stored on a state capacitor (CSN) 
during idle periods. The purpose of the Schottky diode is to 
provide current rectification during stand-by phase, by 
preventing reverse current flow away from the state node when 

logic 1 is stored on the state capacitor. 

A. Write Operation 
Consider the state node is initially at logic 0. During the 

start of a write operation, the ‘restore’ signal is initially 
switched-off to prevent xGNRs from contesting the change in 
the state node. The memory cell in which the bit is to be written 
is selected by applying the ‘word’ signal and the bit is asserted 
onto the ‘bit line’. When logic 1 is being written, the state node 
is pulled-up by the write transistor and the state capacitor starts 
charging up. Once it reaches a voltage level which is close to 
logic 1 (Point ‘C’ in Fig. 3), the ‘restore’ signal is applied. This 
enhances the write operation by supplying restoring currents 
that pull the state node towards stable point ‘C’. After the bit 
has been written, the bit-line and write signals are de-asserted 
while restore signal is still ON. This prevents FET switching 
noise transients from affecting the state node. Once the write 
FET is completely switched-OFF, restore signal can be de-
asserted and the bit is held on the state capacitor. Due to 
threshold voltage drop when passing logic 1, the write NMOS 
FET needs to be operated at a higher than nominal voltage to 
ensure that the state node rises to a logic high. 

Writing logic 0 onto the state node follows the same 
procedure, with the difference being that the bit line is now 
held low when the write signal is applied. This discharges the 
state capacitor and when the restore signal is applied, logic 0 is 
latched onto the state node as outlined in the xGNR latch 
operation in Section II.  

B. Read Operation 
The bit line is discharged first and the ‘restore’ signal is 

applied. The cell to be read is selected by applying the ‘read’ 
signal. If the state node is at logic 0, the read FET remains 
switched OFF and the bit-line remains at logic 0. If the state 
node is at logic 1, then the read FET is switched ON and the 
bit-line is pulled up. After reading, the read signal is de-
asserted while the restore signal is still switched ON. After the 
read FET is completely switched-OFF, the restore signal is de-
asserted ensuring that FET switching transients do not affect 
the state node. Thus, the read operation is non-destructive.  

GNT RAM exploits the behavior that during a given period 
of time, the activity of a cache is mostly centered on a fixed 
number of words. Thus a major part of the memory is in idle 
state during which the stored value starts to leak. The 
application of restore signal ensures that the state node is 
brought back to the stable point during these idle periods. 
Therefore this operation does not require a read to be 
performed since a restoration event occurs irrespective of the 
logic level being stored. Hence GNT RAM can be 
characterized as ‘quasi-static’. 

IV. PROPOSED CROSS-TECHNOLOGY LAYOUT 
We propose 3-D multi-layered cross-technology integration 

between CMOS and graphene. The transistors are implemented 
using CMOS technology at the bottom, followed by a 
Graphene layer on top, which implements Graphene Nano-
Ribbon crossbars (xGNRs). Interfacing between CMOS and 
Graphene layers is achieved using metal vias. The nature of the 

 
Figure 6.   Proposed GNT RAM Schematic. 

 



contact depends on the nature of GNRs. Thin semiconducting 
GNRs form Schottky contact with metals [39][40] and this can 
be exploited to realize the Schottky diode, while wide GNRs 
are metallic [41] and can form Ohmic contacts [40]. The 
physical contact resistance for the Ohmic contacts can be 
reduced by using a graphitic interfacial layer [42]. Routing is 
implemented using metal layer stack on top of the graphene 
layer similar to conventional CMOS.  

The 3D integration between Graphene Nanoribbons and 
CMOS is shown in Fig 7. A uniform grid-based 
manufacturing-friendly layout is chosen to implement the GNT 
RAM. All transistors are minimum-sized NMOS FETs and are 
aligned in a single track. Three GNRs arranged in a crossbar 
implement the xGNR latch in the graphene layer. A capacitive 
trench can be used to implement the capacitance at the state 
node [43] [44]. A single bit-line is multiplexed for bit input 
during write and bit output during read. 

V. METHODOLOGY AND SIMULATION 
Simulation was carried out using HSpice. The xGNR 

devices were modeled as piece-wise linear voltage controlled 
current sources, based on current-voltage data points. A generic 
integrated circuit Schottky diode model was used for first order 
analysis and low power 16nm CMOS PTM models [45] were 
used to simulate the FETs. The value of the state capacitance 

depends on the voltage level to be stored during stand-by. It 
was found that 150aF capacitance was sufficient at the state 
node to hold the state voltage at 0.74V during stand-by, after 
logic 1 is written. This ensures that when a restore signal is 
applied, the state node is brought up to stable point (0.86V).  

The simulation waveforms for write and read operations are 
shown in Fig. 8a. The state node is initialized to 0 and logic 1 is 
first written and then read. After this, logic 0 is written 
followed by read. Logic 1 is written again and restore signal is 
applied at 50ns to verify restore operation, as shown in Fig.8b. 
The circuit operated as outlined in Section III.  

1-D Gridded design rules [46] were used to evaluate and 
compare the area of GNT RAM with Gridded 8T SRAM cell 
[47] in 16nm technology node. In order to compare with 
regular 6T CMOS SRAM, a wide range of  design rules were 
considered based on experimental data published by the 
industry and scaling factors across technology nodes were 
determined for each parameter (such as metal pitch spacing, 
etc.) as outlined in [48]. This evaluation methodology resulted 
in a range of values for interconnect dimensions and 6T SRAM 
cell area. PTM RC models [45] based on scaled interconnect 
dimensions and low power PTM transistor models [45] were 
used for simulation with HSpice for power and performance 
evaluation of 16nm CMOS 6T SRAM and Gridded 8T SRAM. 
Table I shows the design rules used and Table II shows the 
comparison results. 

TABLE I.  DESIGN RULES 

1D Gridded Design 
[46] 

M1, M2 Interconnect Poly 

Pitch (16nm 
technology node) 

40~60 nm 60~80nm 

 
Figure 7.   Proposed Graphene-CMOS Fabric - (a) Layout Top View, (b) 
Graphene Layer, (c) 3D Integration between CMOS and Graphene. 

 

 

Figure 8.  Simulation Waveforms for GNT RAM Operation (a) Write and 
Read operations, (b) Restore operation. 

 

 



TABLE II.  GNT RAM COMPARISON 
 

GNT RAM 
Cell  

16nm CMOS 
6T SRAM 

Cell 

16nm 
CMOS 

Gridded 8T 
SRAM  Cell 

 
Area Comparison (µm2) 0.028-

0.0594  0.026-0.064 0.0336-
0.0672 

Power 
Comparison  

Active 
Power 
(µW) 

0.92-0.93 1.43-1.5 1.5-1.6 

Stand-by 
Power 
(pW) 

 
52-55 125.35-125.84 78.17-79.085  

Performance Read 
Operation 

(ps) 

 
24-26 10.48-11.39 9.48-9.6 

Write 
Operation 

(ps) 

 
27-28 65.75-68.83 55.59-62.74 

VI. RESULTS 

A. Area Evaluation 
GNT RAM showed a density advantage of up to 20% over 

16nm CMOS 8T Gridded SRAM, and has comparable area to 
16nm regular 6T SRAM cell. The area overhead in GNT RAM 
is due to routing and state capacitance. 

B. Power Evaluation 
Active power dissipation of GNT RAM was 1.55x-1.6x 

lower than regular 6T CMOS SRAM and 1.63x-1.72x lower 
than Gridded 8T CMOS SRAM cell. In terms of stand-by 
power dissipation, GNT RAM was 1.43x-1.5x lower than 
Gridded 8T SRAM and 2.28x-2.41x lower than 6T CMOS 
SRAM cell. 

C. Performance Evaluation 
In terms of performance, the write operation for GNT RAM 

is faster than that of SRAM mainly because the write transistor 
operates at a higher than nominal voltage. The read time of 
GNT RAM suffers due to three reasons– 

• The read FET operates at lower than nominal voltage 
since the state node stable point for logic high is 0.86V. 

• The Bit line capacitance is higher for GNT RAM due 
to larger cell height. 

• GNT RAM uses minimum sized transistors. 

VII. CONCLUSION 
A novel Graphene NanoRibbon crossbar (xGNR) 

exhibiting negative differential resistance (NDR) was 
introduced and xGNR based Tunneling RAM (GNT RAM) 
was proposed with 3D cross technology implementation 
between CMOS and Graphene. It was evaluated in terms of 
power, performance and area and compared to 16nm CMOS 
6T SRAM and 8T Gridded SRAM cell designs. GNT RAM 
showed considerable advantages in terms of power dissipation, 
area and write performance. This paper takes the initial step 
towards hybrid integration between CMOS and Graphene. As 

Graphene technology matures, future work would look at 
multi-state memory and a fabric with all-Graphene devices to 
harness the potential benefits of Graphene’s extra-ordinary 
properties. 
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