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1. Suppose that (X1, X2, X3, X4) follow a multivariate normal distribution with mean (1,−1, 0, 1) and
covariance 

1 0.2 0.5 0
0.2 1 0.1 0
0.5 0.1 1 0
0 0 0 4

 .

(a) What is the joint distribution of (X2 − 0.1X3 + 1, X3)?

(b) Find the distribution of [
(X2 − 0.1X3 + 1)

2
/0.99 +X2

3

]
/2

(X4 − 1)2/4
.

(Hint: What are the distributions of the numerator and denominator? Use part (a) for the numer-
ator. You may use known facts and do not necessarily need to derive a pdf for this problem.)

(c) Find the distribution of
X4 − 1

2|X1 − 1|
.

(Hint: What are the distributions of the numerator and denominator? Again, you may use known

facts and do not necessarily need to derive a pdf for this problem.) What is E
[

X4−1
2|X1−1|

]
?

(d) What is the conditional distribution of X1 given X2 = x2 and X4 = x4 (in terms of x2 and x4)?

2. Suppose that for each i ∈ {1, . . . , n}, Yi = β0 + β1Ui + εi, where ε1, . . . , εn are IID mean-zero with
variance σ2

ε , and U1, . . . , Un are IID with variance σ2
U . We wish to estimate the regression coefficient

β1. However, the Ui are unobserved; instead, we observe the noisy observation Xi = Ui + ηi, where
η1, . . . , ηn are IID mean-zero with variance σ2

η. Also assume that for each i, Ui and ηi are uncorrelated
Ui and εi are uncorrelated, and ηi and εi are uncorrelated. This is a simple errors-in-variables model.

(a) What is Var(X1) (in terms of β0, β1, σε, σU , and/or ση).

(b) What is Cov(X1, Y1) (in terms of β0, β1, σε, σU , and/or ση)?

(c) Suppose we fit a simple linear regression of Y1, . . . , Yn on X1, . . . , Xn. Denote the estimated re-

gression coefficient from this fit β̂1. What does β̂1 converge to in probability? Is β̂1 consistent for
β1? If not, what can be said about the limiting value of β̂1 in relation to the truth β1? (Hint: use
consistency of empirical covariances/variances to population covariances/variances and parts (a)
and (b).)

3. Observed data are {xi1, xi2, xi3, xi4, yi}ni=1 and suppose that two potential models are

model 1: yi = β0 +

4∑
j=1

βjxij + εi with εi
i.i.d.∼ N(0, σ2) and

model 2: yi = γ0 +

2∑
j=1

γjxij + ε̃i with ε̃i
i.i.d.∼ N(0, σ̃2).



(a) Let βββT = (β0, . . . , β4). Define X and state conditions on it so that the MLE of βββ is (XTX)−1XTy
and show that it is unbiased for βββ. (For the rest of the problem, you may assume your conditions
on X.)

(b) Find a matrix H so that Hy =

 β̂0 + x11β̂1 + . . .+ x14β̂4

...

β̂0 + xn1β̂1 + . . .+ xn4β̂4

 and show that H is idempotent.

(c) Consider σ̂2(d) = yT(In −H)y/d = SSE(X)/d. Find a d so that σ̂2(d) is an unbiased estimator for
σ2 (and show that it is unbiased). (We call that estimator MSE.)

(d) Let X̃ and H̃ be appropriate matrices for model 2. Show that HH̃ = H̃H = H̃.

(e) Use the results from the previous parts to show that SSE(X̃) − SSE(X) ≥ 0. (Hint: you may use
that idempotent matrices are semipositive definite.)

(f) Use the ANOVA equation to explain (in words) why the result from part (e) makes intuitive sense.

(g) Suppose you fit models 1 and 2 and get MSEs (error variance estimates) for both models. Can you
say that one of those MSEs is necessarily larger than the other? Why or why not. Does that makes
sense? Why or why not.
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